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Abstract: Project managers globally face ongoing difficulties in effectively managing and 

keeping pace with the vast amount of data generated on a daily basis throughout the lifecycle 

of construction projects. Large infrastructure projects generate thousands of letters, minutes of 

meeting and change orders, whose contractual value hinges on subtle layout cues - logos, 

stamps, marginalia. Recent studies show that up to 37 % of positional information is lost when 

construction PDFs are parsed with mainstream extractors, leading to expensive re-reads in 

claims and delay analyses. At the same time, large-language models (LLMs) are maturing as 

practical tools for contract analysis and project-controls tasks. This paper argues that pre- 

structured prompts - simple, human-authored schemas embedded in the user query - enable 

multimodal LLMs to turn chaotic correspondence into query-ready data. 

 

Keywords: Llms, Construction Correspondence, Pre-Structured Prompts 

 

 

1. INTRODUCTION 

 

The construction industry nowadays faces numerous challenges, with one of the most critical 

being the timely access to accurate information. Project Managers all over the world struggle 

to stay on top of the data produced daily in Construction projects. We are all witnessing how 

large infrastructure projects generate thousands of letters, minutes of meeting and change 

orders, whose contractual value hinges on subtle layout cues - logos, stamps, marginalia - that 

traditional document-management systems flatten into uninterpretable text streams. Recent 

studies suggest that up to 37 % of positional information is lost when construction PDFs are 

parsed with mainstream extractors, leading to expensive re-reads in claims and delay analyses. 

At the same time, large-language models (LLMs) are maturing as practical tools for contract 

analysis and project-controls tasks (Kampelopoulos et al., 2025). 

 

This paper argues that pre-structured prompts - simple, human-authored schemas embedded in 

the user query - enable multimodal LLMs to turn chaotic correspondence into query-ready data. 

The idea is tested on the publicly available Edinburgh Tram Inquiry record set, combining a 

vision-capable GPT-4o endpoint with two prompt styles. The aim is to standardize how 
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hundreds of team members “ask” the model to read documents, thus creating a shared cognitive 

scaffold that amplifies group memory and decision quality. 

 

Based on the research, two distinct contributions were made: 

1. Qualitative comparison of text-only versus image-first ingestion for 33 construction letters, 

showing why vision input is safer when scanned documents dominate. 

2. Prompt-structuring schema that moves from free-form extraction to a fixed eight- field 

schema. 

  

These findings encourage Project Managers to treat prompt schemas as lightweight BIM-like 

objects for correspondence, seeding collective intelligence without heavyweight platform 

change. 

 

 

2. RELATED WORK & BACKGROUND 

 

2.1. LLMs IN THE AEC DOMAIN 

 

A 2025 systematic review counts more than forty peer-reviewed papers applying GPT-type 

models to contract review, schedule reasoning, and safety analytics (Kampelopoulos et al., 

2025). Early adopters report productivity intent but cite adoption barriers around data privacy 

and unclear ROI (Heo & Na, 2025). Parallel surveys on generative-AI workflows foresee large 

labour-savings but stress the need for tighter human-in-the-loop controls in safety-critical 

contexts (Xiong et al., 2025). 

 

2.2. PROMPT ENGINEERING FOR STRUCTURED OUTPUT 

 

Schema-reinforcement techniques push models to obey JSON or SQL formats with > 98 % 

validity, even in zero-shot settings. Reinforcement strategies that enumerate keys and prohibit 

additions reduce “field drift” and hallucination (Minaee et al., 2025). Yet few AEC case studies 

exploit these methods, leaving a gap our work addresses. 

 

2.3. MULTIMODAL DOCUMENT UNDERSTANDING 

 

Vision-language models outperform OCR + text pipelines on invoices, forms, and legal 

pleadings by 15–30 pp in field-level F1 (Adhikari & Agarwal, 2024). Layout-aware extractors 

such as LAME improve plain parsers but still rely on clean embedded text streams - rare in 

scanned correspondence (Choi et al., 2022). 

 

3. DATA SET & EXPERIMENTAL SET-UP 

 

To evaluate the proposed approach, authors designed a data-driven experiment grounded in a 

curated document corpus and state-of-the-art language model services. 
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3.1. CORPUS 

 

Total of 33 letters from the Edinburgh Tram Inquiry evidence portal were selected, comprising 

of 27 scanned images and six born-digital PDFs. Letters average one page, 450 words, and 

include common construction artefacts - company logos, “RECEIVED” stamps and hand- 

written dates. 

 

3.2. LLM SERVICE OPTIONS 

 

The model selected in this paper is Azure OpenAI GPT-4o, chosen for its support of both vision 

and text capabilities, EU-region deployment, and compliance with UK GDPR residency. It 

retains data for 30 days, with encryption applied both at rest and in transit. 

  

4. CHOOSING THE IMAGE-FIRST INGESTION ROUTE 

 

Most of the 33 letters in the Edinburgh Tram sample are scanned images (27/33, ≈ 82 %); only 

six have selectable text. Because the balance clearly favors scans - and because even “good” 

selectable PDFs often unravel when parsed - the authors adopted an image-first pipeline for 

every page. 

 

4.1 WHY TEXT EXTRACTION ALONE IS FRAGILE 

 

• Selector chaos. Popular parsers such as PDFMiner, PyMuPDF and even state-of-the- art 

academic tools mis-order lines, merge multi-column layouts, or drop glyphs when fonts are 

embedded. A recent 10-tool benchmark across six document genres reported error rates of 12 

– 37 % for positional fidelity, with parsers performing worst on two- column business letters 

(Adhikari & Agarwal, 2024). 

• Layout blindness. Layout-aware extraction systems (e.g., LAME (Choi et al., 2022)) improve 

structure capture but still rely on clean underlying text streams; they cannot repair missing 

stamps, handwritten notes, or rasterized signatures. 

• Construction-domain specificalities. Engineering drawings and stamped letters frequently 

contain raster logos and dates. OCR studies on engineering documents show that conventional 

text parsers miss up to one-quarter of such “visual tokens,” whereas an OCR-augmented route 

recovers over 90 % (Villena Toro et al., 2023). 

• Real-world example. Figure 1 pairs a letter’s left-hand column layout with the flattened line-

by-line output produced by PyMuPDF. 
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Figure 1. PDF Parser internally splits text into two columns, which in turn distorts original 

layout 

 

4.2 TWO ALTERNATIVE PROCEDURES 

Selectable-text pages Procedure: first detect whether the text is selectable. If so, the raw text 

string is passed directly to GPT-4o via a text-only API call. 

Scanned pages Procedure: each PDF page is first rendered to a 300 dpi PNG image. This image 

is then passed to the GPT-4o vision endpoint. 

 

Both routes can use identical prompts; the only difference lies in the input modality. 

 

4.3 QUALITATIVE QUALITY COMPARISON 

 

Table 1 summarizes key qualitative differences observed between processing selectable-text 

pages and scanned pages across several evaluation dimensions. 

  

Table 1. Comparison of layout fidelity, OCR accuracy, and processing cost between selectable-

text and scanned PDF pages. 

 
  

 

4.4 COST AND GOVERNANCE 

• Token economics. Vision calls cost ~40 % more tokens, but eliminate the need for a 

separate OCR logic and a fragile text-layout reconstruction layer; the net operational 

spend on a 10,000-letter project is estimated to rise by < €300. 

• Latency. Batch conversion to images adds ≈ 120 ms/page on an eight-core VM server - 

negligible versus human review cycles. 

• Data-privacy parity. Azure retains logs for 30 days regardless of modality, so choosing 

images does not alter compliance posture. 

 

4.5 TAKE-AWAYS FOR PROJECT TEAMS 

1. When most correspondence is scanned, default to images. The uniform pipeline 

simplifies monitoring and avoids silent schema failures on “hybrid” PDFs. 

2. Even when text appears selectable, test the layout. A quick visual diff against the parsed 

output often reveals column mixing; if critical, fall back to the image route. 
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3. Vision models unlock richer prompts. Because the model “sees” logos, stamps, and 

margin notes, later sections can exploit that context (e.g., treating a red “URGENT” stamp as 

priority=high). 

4. Benefit for multi-stakeholder environment. Accurate, schema-valid JSON instances 

become shared “atoms” in the project memory; every stakeholder sees the same subject, 

reference, and due-date labels - minimizing interpretive drift over the project life-cycle. 

5. STRUCTURED PROMPTING - FROM FREE-FORM TO SCHEMA-GUIDED 

OUTPUT 

 

Building on the image-first ingestion route (Section 4), we now turn to how the model is asked 

to speak. A prompt is the user’s “design brief” for the LLM; its wording determines whether 

the output is a blob of prose or a machine-readable record. We first analyze a baseline, free- 

form extraction prompt and then show how a schema-guided variant increases consistency, 

reducing the downstream clean-up burden. 

  

5.1 BASELINE PROMPT AND ITS RATIONALE 

 

Table 2 outlines the rationale behind each clause in Prompt P₁, linking its design choices to 

specific objectives and supporting literature. 

 

Prompt P₁ (used on all 33 letters) 

Extract and structure all content from this file. File may include headers, footers, company 

logos, stamps, content in margins – try to extract and structure them also. 

 

Ensure clarity in responses for streamlined review. 

Strictly focus only on events or details that are explicitly stated in the document, and avoid 

inferring or assuming potential situations not directly mentioned. 

 

Format response strictly as suitable JSON. 

 

Table 2. Breakdown of Prompt P₁ clauses with corresponding purposes and supporting 

literature, illustrating how each element contributes to robust, structured document extraction. 
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Why JSON? 

• Ubiquity in web APIs and data frames makes it a low-friction bridge to Excel, Power BI 

or a SQL/NoSQL store. 

• Schemas can be expressed as JSON Schema; automatic validators flag malformed outputs 

early. 

• Nested arrays accommodate multi-value fields (e.g., recipients[]). 

 

 

5.2 OBSERVED VARIABILITY WITH THE BASELINE PROMPT 

As illustrated in Figure 2, even when applying the same baseline prompt, outputs can vary in 

structure and detail across documents with similar layouts. 

 

 

Figure 2. Example output variability from applying the baseline prompt to two one-page 

letters. Differences are seen in field structure, nesting, and naming across Document 

BFB00095781.pdf (left) and Document BFB00096886.pdf (right). 
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Output analysis shows two key differences: 

1. Structured content is not consistent. 

2. Top-level keys are not unified. 

 

While document free form can be beneficial if other possibilities are not available, usage of 

documents that are not structured is a same way is limited in the Project Management sector of 

Construction industry where multi-document datasets dominate over single-document datasets. 

 

5.3 SCHEMA-GUIDED PROMPT FOR HIGHER CONSISTENCY 

 

Prompt P₂ (schema-guided) 

Extract and structure all content from this file. File may include headers, footers, company 

logos, stamps, content in margins – try to extract and structure them also. 

Always try to extract these top-level keys (use empty string if the value is absent): 

subject, reference, date_sent, company_sender, company_recipient, main_issue, due_date, 

content 

Ensure clarity in responses for streamlined review. 

Strictly focus only on events or details that are explicitly stated in the document and avoid 

inferring or assuming potential situations not directly mentioned. 

 

Format response strictly as suitable JSON. 

 

Design choices 

• Enumerated keys eliminate name drift (cf. schema reinforcement techniques) (Lu et al., 

2025). 

• “Empty string if absent” avoids dropping keys, supporting data frame column integrity. 

  

5.4 QUALITATIVE COMPARISON 

In a qualitative comparison across 33 letters, the baseline prompt (P₁) resulted in 317 distinct 

key names being observed. In contrast, the schema-guided prompt (P₂) yielded 8 enumerated 

keys and 184 additional dynamic keys, indicating a more structured yet flexible approach. 

 

5.5 IMPLICATIONS FOR PROJECT WORKFLOWS 

1. Queryability gains. With only 8 stable columns, letters can be filtered by due_date < today 

or grouped by company_sender in a pivot in seconds - something impractical with free-form 

JSON. 

2. Cost trade-off. Schema prompts add ~50 tokens; on Azure GPT-4o this is ≈ €0.0001 per 

page, trivial versus the manual effort of renaming columns after each export. 

3. Collective-intelligence value. A shared schema makes every contributor - engineer, 

scheduler, claims consultant - think in the same slots, turning the LLM into a coordination 

artefact rather than just a smarter OCR tool. 

4. Extensibility. Additional fields (e.g., risk_rating, contract_clause) can be layered later; the 

point is to start with a seed schema that captures what the project routinely searches for. 
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6. COST–BENEFIT DISCUSSION 

At first glance, stripping structure out of correspondence seems cheaper; yet every unstructured 

search extracts a toll from project teams. 

 

6.1 BREAK-DOWN ANALYSIS 

The conceptual break-even analysis below shows how a modest up-front investment in schema- 

guided prompts can bring tangible benefits relatively quickly. 

 

Table 3. Comparison of three effort tiers for document search and structuring, highlighting 

trade-offs between initial setup effort and per-query efficiency across different user groups. 

 
*A McKinsey study put time spent searching for internal information at ~19 % of knowledge- 

worker hours (Chui et al., 2012); our 30-minute figure is conservative. 

 

As shown in Table 3, schema-guided structuring (T₂) requires the most up-front effort but 

results in the lowest ongoing search effort, offering scalable advantages for project-wide use. 

 

6.2 CUMULATIVE EFFORT CURVE 

Figure 3 illustrates cumulative team hours over 24 months, assuming 30 structured searches per 

month - a pattern typical of megaproject mailrooms. 

• Break-even for T₂ vs T₀ occurs at ~5 months. 

• By month 24, T₂ saves ≈ 260 team-hours relative to ad-hoc searches; at a blended 

labor cost of €60/h that equates to €15 600. 

• T₁ (baseline prompt) pays back at month 9; its long-run savings are smaller because 

column remapping friction persists. 
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Figure 3. Cumulative effort over 24 months for three document ingestion strategies. Schema- 

guided structuring (T₂) quickly surpasses baseline and unstructured approaches in efficiency, 

leading to substantial long-term savings in team hours. 

 

6.3 RISK AND GOVERNANCE 

• Data residency: Azure keeps 30-day logs for vision and text alike; incremental privacy 

risk is nil. 

• Model drift: A frozen schema lets QA detect field omissions when model versions change 

- important for long projects where GPT upgrades may ship mid-build (Colakoglu et al., 

2025). 

• Centralized Project Knowledge: When everyone queries the same eight-column table, 

tacit knowledge becomes explicit, mirroring BIM ROI patterns where structured objects 

cut coordination clashes by 25–40 %. 

  

6.4 MANAGERIAL TAKEAWAY 

Initial structuring effort is a capital expense that amortizes rapidly in document-heavy projects. 

The schema-guided route (T₂) demands the most disciplined prompting but yields the lowest 

per-query friction, freeing engineers to focus on decisions rather than data wrangling - a 

productivity frontier echoed in recent generative-AI ROI reports (Chui et al., 2023). 

 

 

 

 

7. CONCLUSION & FUTURE WORK 

 

This study shows that pre-structured, schema-guided prompts coupled with vision-enabled 

LLMs deliver cleaner, query-ready correspondence data at negligible incremental cost. On a 

small but realistic corpus the approach cut number of different key-name pairs by 40 %, These 

gains illustrate how lightweight prompt protocols can serve as collective-intelligence amplifiers 

in project memory systems - much like object libraries did for BIM. 
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Next steps 

• Scale-up validation on > 1 000 records across minutes, RFIs, and invoices. 

• Active-learning feedback loop where reviewers flag extraction errors that fine-tune 

prompts or route cases to smaller edge-hosted models. 

 

By lowering the friction to turn documents into data, prompt-structured LLM workflows offer 

a practical path to smarter, more collective management of project knowledge. 
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